
3. DISCOVER
Pattern extraction, segmentation, baselining, anomalies
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Cybersecurity Data Science (CSDS)

TOPIC

1. FRAME

2. DATA

3. DISCOVER

4. DETECT

5. DEPLOY



Idea Exchange

3

What do you feel is the biggest challenge in 
deploying cybersecurity analytics?
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https://www.sas.com/en_us/whitepapers/ponemon-how-security-
analytics-improves-cybersecurity-defenses-108679.html

* Survey of 621 global IT security practitioners

Challenges Preventing Successful 
Use of Cybersecurity Analytics*

https://www.sas.com/en_us/whitepapers/ponemon-how-security-analytics-improves-cybersecurity-defenses-108679.html
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Learning Objectives



Deploy

Cybersecurity Data Science (CSDS) Lifecycle

Frame

Model

EngineerValidate

Monitor

Explore
DECIDE

DISCOVERYDETECTION
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Objectives of Cybersecurity Pattern Extraction
Baselining Using Unsupervised Machine Learning

• Exploring statistical aspect and relations in data 

• Intuition versus testable hypothesizes and statistical patterns

• Hands on with data analytics tools

• Extracting groups from data as statistical categories

• Apply unsupervised machine learning (cluster analysis) to extract 
statistical patterns / baselines

• Establishing a foundation for prediction



CSDS Process
Unified Orchestration
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Machine Learning



Cyber
Analytics

Pattern Extraction

Anomaly Detection

Predictive 
Modeling

Text Analytics 

Process Analytics

Network Analysis

CSDS: Diverse Analytics Toolkit

UNKNOWN 
PATTERNS

UNSTRUCTURED 
PATTERNS

UNEXPLAINED 
PATTERNS

KNOWN 
PATTERNS

COMPLEX 
PATTERNS

KNOWN ATTACKS

Diagnostic Baselining

Multivariate 
Extrapolation

Unsupervised 
Machine Learning
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Machine Learning Model = Active Data Vehicle



Role of Algorithms

SEMI-SUPERVISED LEARNING
A bit of both

SUPERVISED LEARNING
Teaching by example.

UNSUPERVISED LEARNING
No answer key is provided.

REINFORCEMENT
AI becomes reality.
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Machine Learning

Descriptive (Unsupervised)

• Cluster analysis

• Factor analysis

• Self-Organizing Maps (SOMs)

Predictive (Supervised)

• K-Means

• Decision Trees (DT) 

(random forests, boosted trees)

• Naïve Bayes classifier

• Neural networks

• Support Vector Machine (SVM)

• Ensembles / Ensemble Learning

k-nearest neighbors

Decision Tree

Support Vector Machines
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Unsupervised Machine Learning
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CLUSTER ANALYSIS

Which group has the most blue marbles?
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Descriptive 
analytics

Application of cluster analysis 
(one of a number of 
UNSUPERVISED machine 
learning techniques)
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Once segmented into 
STATISTICAL 
categories, it becomes 
much easier to profile 
the groups and to 
detect in-group 
anomalies
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Machine learning tasks Unsupervised Learning

• No target is defined.

• Data is unlabeled. Draws inferences and conclusions 
based solely on analyzing input data.

Considerations

• Overcomes ‘known patterns’ issue

• More complex to understand

• Patterns are everywhere

A priori rules

Clustering

Dimension Reduction

k-means clustering

Factorization

PCA

Network Analysis

Affinity Analysis

Markov Models
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Unsupervised Machine Learning
=> Pattern Extrapolation

• Unsupervised techniques   

• No prior categorization scheme

• Goal is to extract statistically 
meaningful segments

• Examples…

• Multivariate analysis – e.g. PCA

• Cluster Analysis

• Neural networks
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Little improvement 
over random 

groupings

~25% correct 
classification rate

Deterministic (organizational groupings)

De Facto Approach: Organizational Groups

ScientistData Scientist



21

Unsupervised Machine Learning
Cluster Analysis

Significant predictive 
power

~95% correct 
classification rate

Derived (computer-generated clusters)
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Unsupervised Machine Learning
Cluster Analysis

Derived (computer-generated clusters)
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Clustering suggests 
X significant groups 

Cluster Analysis
Extracting Statistically Self-Similar Groups
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Clustering ‘Peer Group’ Labeling
Describing Behavioral Patterns

• Cluster analysis leads to insights into the nature of the patterns in each identified group.
• This will suggest descriptive labels, and should include a focused validation with SMEs.

Each cluster has a 
signature pattern 
of measure levels 

and ranges.
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Highly 
anomalous users

USER MULTIVARIATE ANOMALIESUSER DEVIATION FROM 

PEERGROUP

Uses of Cluster Analysis
Statistical Baselining for ‘Normal’ versus ‘Abnormal’
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Cluster-Based Outlier Detection
Identifying Anomlies in Environments of Uncertainty

Unusual groupings (cluster 
outliers)

Small and individual 
clusters represent 

multivariate anomalies

Large clusters 
represent users 

with similar 
behaviors
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Cluster-Based Outlier Detection
Cluster Analysis Surfaces Initial Outliers

• Analyzing the results of clustering provides insights to identify and flag behavioral outliers.
• The goal is to identify whether outliers should be put in special behavioral peer groups based on an 

approved exception, or whether a user has violated a policy or there is a security event occurring.
• After outliers are segmented, clustering can be re-run.

Unusual groupings 
(cluster outliers)

Unusual groupings 
(cluster outliers)
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Cluster-Based Outlier Detection
First-Stage Cluster Analysis Surfaces Outliers

• First-stage cluster analysis quickly identifies outliers as small, unusual clusters.
• It is recommended that these be flagged and discussed with SMEs to determine whether they are special 

cases that deserve their own peer group, explainable temporary anomalies, or potential security events.
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Exercise 1: Enterprise Guide

Cluster analysis and diagnostics

29
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Data Analysis, Transformation, Analytics
SAS Enterprise Guide

SAS Enterprise Guide –
user-friendly interface 
to SAS Analytics:

• Preliminary data analysis 

• Converting data into 
analytics-ready variables

• Creating workflows that 
structure and automate a 
complex set of procedures

• Performing statistical analysis, 
analytics, and machine learning

• Integrating SAS code

DATA 
ENGINEER

Data 
Management Data Scientist
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Example: Cluster Analysis
• 2_3_cyber_userids_rollup_stdsd (produced earlier, examined in JMP)
• 14,850 userids
• March 23rd – April 16th 2018
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Exercise 2: Enterprise Guide

Cluster analysis + PCA

32
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VDMML: Cluster Analysis + PCA visualization 
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Review: Principal Component Analysis (PCA)

Graph measures

Exceptions System calls

Data access

# Sessions

Web Service calls

Time measures
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Review: Principal Component Analysis (PCA)
Seeking Connections Amongst Variables

• Examining relationships between variables -> Factors separate self-similar variables
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VDMML: Cluster Analysis + PCA visualization 
• Visualizing the relationship between variables in 

multivariate statistics can be challenging 
• It requires viewing the data in hyper-dimensions 

One option for visualizing the relationship 
between all variables is to examine principal 
components

• Principal component analysis (PCA) will create 
uncorrelated linear combinations of the 
variables

• First two principal components can be thought 
of as the two dimensions among variables that 
are the most un-related

• Plotting the data against the first two principal 
components will give the most un-correlated 
view of the data, thereby allowing the 
separation between observations to be best 
seen in two dimensions

For example
http://support.sas.com/resources/papers/proceedings13/447-2013.pdf

http://support.sas.com/resources/papers/proceedings13/447-2013.pdf
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Anomaly Detection
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Support Vector Data Description (SVDD)

Focused on outlier detection, SVDD is a machine learning 
technique where the model builds a minimum radius 
sphere around multidimensional training data and scores 
new observations by comparing to distance from sphere 
center from sphere radius
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Simply Complex
Identifying targeted anomalies amongst and ocean of noise…

SOURCE

Aggarwal, Charu C. (2017). “Outlier Analysis: Second 

Edition”. Springer International Publishing AG.
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ANOMALY DETECTION



Example Methods for Anomaly Detection

Support Vector Data Description

Robust PCA

Auto Encoders

Surfacing Rare Events
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Principal Component Analysis (PCA) Anomaly Detection 

Analyze the input features like ”Internal Bytes, External Bytes etc. (27 comparison measurements) within 
the peer group, and look for relationship among those features, and determine linear combination of 
values that best capture the difference.

Principal Component

outlier

Source IP 
Address Source IP Peer ID

PCA Anomalous 
Flag Count PCA Score Sum

10.0.0.1 Switch 24 24.23402

10.20.19.36 Computer(PC) 24 23.79015

140.33.21.38 PLC 24 23.78423

https://en.wikipedia.org/wiki/Principal_component_analysis

https://www.jmp.com/support/help/14/principal-components.shtml

https://en.wikipedia.org/wiki/Principal_component_analysis
https://www.jmp.com/support/help/14/principal-components.shtml
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PCA for Anomaly Detection
PCA to Benchmark Peergroups Patterns
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Autoencoder Anomaly Detection 

Unsupervised ML: neural network-based (‘deep belief-learning’)

Extension of PCA except it accommodates nonlinear datasets

outlier

Source IP Address Source IP Peer ID

Autoencoder 
Anomalous 
Flag Count

Autoencoder 
Score Sum

190.50.141.14 Switch 20 22.09677748

124.19.21.26 PLC 20 22.41426623

Fraud domain example: 
https://shiring.github.io/machine_learning/2017/05/01/fraud

CERN – outlier detection through autoencoders

https://shiring.github.io/machine_learning/2017/05/01/fraud
https://cds.cern.ch/record/2209085/files/Outlier%20detection%20using%20autoencoders.%20Olga%20Lyudchick%20(NMS).pdf
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Support Vector Data Description (SVVD)  Anomaly Detection 

• SVDD is a variant of the support vector machine : supervised machine learning (classification)
• Avoids overfitting 
• Uses peer group as a labels
• Centroid distance 
• SVDD will identify a decision boundary that can distinguish “normal” data from anomalies

Observations inside 
the boundary are 
“normal”

Observations 
outside the 
boundary are 
“anomalies”

Source IP 
Address

Source IP 
Peer ID

SVDD 
Anomalous 
Flag Count

SVDD 
Distance Sum

120.19.42.13 PLC 24 28.65784311

190.31.21.50 Smarteye 24 44.47409719

SVDD academic paper

https://www.sciencedirect.com/topics/neuroscience/support-vector-machine
https://dl.acm.org/citation.cfm?id=960109
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Support Vector Data 
Description

What is it?

Single class classification technique
o Identifies minimum radius hypersphere around “normal” data 

o Works on multivariate data

o Does not require assumption of normality

o Fits flexible surfaces using kernel function

o Minimizes the chance of accepting outliers

Use Case:  Anomaly Detection
o Cyber-security intrusion detection 

o Fraud detection

o Also, Identify process degradation (manufacturing, health 
care, capitally intensive assets)
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Support Vector Data 
Description

How Does it Work?

Unsupervised Machine Learning 

o Creates minimum-radius hypersphere around the 
training dataset

• Test multiple kernel function values

• Identify first occurrence when second derivative of 
kernel output radius equals zero

• Retune model with kernel function value associated 
with previous step

o Scores new observations by calculating distance 
to hypersphere center

• Observations with distances greater than minimum-
radius are flagged as anomalies
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Support Vector Data Description
Example: Identify Abnormal System Operation

Multivariate Data Support Vector Data Description

✓ Very simple approach

✓ No need to identify anomalous 
observations (single class classifier)

✓ Supports multivariate data

✓ Does not require assumption of 
normality

✓ Flexible data descriptions allowing 
multiple different regions of 
“normal” operating conditions
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Support Vector Data Description
How is it different than Support Vector Machines?

Support Vector Data Description

One-class classifier

• constructs a closed hypersphere around 
the “target” class where excluded 
observations are “anomalies”

Used in domains where the majority of the 
data belongs to one class

Support Vector Machine

Two-class classifier

• Constructs hyperplane maximizing 
margin between two classes

Requires sufficient data representing both 
classifiers to obtain a good model
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How to use SVDD PROC SVDD

Example:

How to understand _SVDDSCORE_:

• _SVDDScore_ = 1 means anomaly

• _SVDDScore_ = -1 means normal

Best Practices:

• Specify outlier fraction you believe is likely

• Use bw=mean to find optimal bandwidth value  

NOTE: bw=mean only works if all inputs are interval

• Use solver actset for small training datasets

• Use solver stochs for large training data sets

• Use id to specify non-input variables needed and available when scoring new 
observations

• Capture Threshold R^2 Value from PROC SVDD results for outlier/anomaly 
_SVDDDISTANCE_ cutoff

Programmatic 
Approach using

SAS Studio / Code 
Node
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PROC SVDD Example
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Exercise 3: Anomaly Detection (SVDD )

This practice reinforces the concepts discussed previously.

52



53

Training and Deploying a Real-Time SVDD Anomaly Detection Model
• Chrome => SAS Studio
• Folder Shortcuts => Home => casuser => cassession.sas

• CASUSR.CYBUSR (same as earlier cyber_userids_rollup_stdzd.sas7bdat
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Training and Deploying a Real-Time SVDD Anomaly Detection Model

• Chrome => SAS Studio

• Folder Shortcuts => Home => casuser => cybersvdd.sas
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Scenario

• Highly secure document management repository

• Analysts move documents between secure folders for projects

• 1,048,576 records of file access / transfers (originally from Kagle competition)

• Small minority of flagged exfiltration / improper access incidents (not used)

• Majority are ‘cleared’ (not exfil) file access / transfers

• Desire to establish focused anomaly detection to warn of incidents

• Anomaly detection with SVDD Model in SAS Studio

• Only ‘cleared’ transactions not used to train 

• SVDD only takes numeric data

• Finds unusual cases - rejected from ‘sphere’
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Data Available: Secure Document System

VARIABLE DESCRIPTION
Action Files are either posted, transferred, moved_out, extracted (utilized), or moved_in

MbTrans Mbs transfered in action
FolderSource Source folder name
SourceOrigMB Number of MB in source folder before action
SourceResMB Number of MB in source folder after action
FolderDest Destination folder name
DestOrigMB Number of MB in destination folder before action
DestResMB Number of MB in destination folder after action
IsExfil Marked as detected exfiltration / improper axtion event
IsExfilFlag Flagged as exfil / improper access
UserId UserId of agent performing action
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Training and Deploying a Real-Time SVDD Anomaly Detection Model

• Chrome => SAS Studio

• Folder Shortcuts => Home => casuser => cybersvdd.sas
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More Information

• Viya Jupyter Notebook SVDD code  (GitHub)
https://github.com/sassoftware/sas-viya-programming/blob/master/high-frequency-
analytics/Support%20Vector%20Data%20Description%20(SVDD)%20to%20identify%20Turbofan%20Engine%2
0Asset%20Degradation.ipynb

• Video demonstration https://www.youtube.com/watch?v=tGL5AUSzHLk

• Python Jupyter example: https://jakevdp.github.io/PythonDataScienceHandbook/05.07-

support-vector-machines.html

• One class classification http://homepage.tudelft.nl/n9d04/thesis.pdf

https://github.com/sassoftware/sas-viya-programming/blob/master/high-frequency-analytics/Support%20Vector%20Data%20Description%20(SVDD)%20to%20identify%20Turbofan%20Engine%20Asset%20Degradation.ipynb
https://www.youtube.com/watch?v=tGL5AUSzHLk
https://jakevdp.github.io/PythonDataScienceHandbook/05.07-support-vector-machines.html
http://homepage.tudelft.nl/n9d04/thesis.pdf
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Exercise Review
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SAS Event Stream Processing (ESP)

x
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Analytics Lifecycle
IoT Analytics Lifecycle

DeployETL

Data Data Storage
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SAS Event Stream Processing
Functional Architecture

STUDIO STREAMVIEWER
EVENT STREAM 

MANAGER

Streaming Data
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EVENT STREAM PROCESSING ENGINE

▪ Processes data continuously, on the move, 
in-memory with very high speed and low
latency

▪ Apply rules and analysis using a dataflow
centric ESP model

Filtering, aggregation, thresholding, pattern detection, 
calculations, correlations, machine learning, text mining, 

geofencing, image analytics and much more…

Streaming Data
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SAS® Event Stream Processing
A Governed & Flexible, Design Environment

Studio Streamviewer

Visual Dataflow Modeling Interface
Model definition and maintenance simplified
Full set of components to build any type of 
process
Interactive model testing
Flexibility of Visual, XML, Python or C modeling

Real-Time Dashboards for live event 
streams monitoring
Create, embed and share dashboards
HTML5 and SAS® Graphs visualization
View Multiple Models across different 
ESP Server
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SAS Analytics Ecosystem
Dev – Test – Deploy – Monitor - Improve

SAS 
Model 

Manager

Streaming in Cloud

SAS ESP Studio

SAS VDMML

Off Line Analytic 
Development

Rule and Model 
Management and 

Monitoring

Performance Data

Results

Analytic Execution

Rules  + 
Analytics

Performance 
results

Analytical 
output

Streaming on Edge

SAS Event Stream 
Manager

Analytics 
+ ESP 

Analytics + ESP 

Design & Deploy
SAS 

Decision 
Manager
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Operationalization
Putting streaming analytics to work

ESP Full

SAS ESP Studio

Analytic Execution

ESP for Edge

SAS Event Stream 
Manager

Publishing

Design & Deploy

Common Model 
Repository 

- Deployments: Edge/Full 
- Publishing/Version Control
- Deployment Automation
- Model Tracking

Analytics

RabbitMQ 
Messaging

Analytics + ESP 
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Wrap-Up

66
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Section Review

67
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• Big data management
• Flags, rules, and alerts
__________________
• Multivariate statistics, 

inference & 
unsupervised 
machine learning

• Segments extracted 
as baselines

Cybersecurity Analytics Maturity

Understanding
•Feature 

engineering
•Labeling
•Diagnostics
•Unsupervised ML

Anomaly Detection Predictive Detection
Risk Awareness / 

Resource Optimization
Data-aware 

Investigations
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Machine Learning Segmentation and Classification

https://medium.com/datadriveninvestor/differences-between-ai-and-machine-learning-and-why-it-matters-1255b182fc6

https://medium.com/datadriveninvestor/differences-between-ai-and-machine-learning-and-why-it-matters-1255b182fc6
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From Anomalies to Focused Incident Detection

Unlabeled data
Unsupervised 
learning 
(descriptive)

Patterns/categories 
and anomalies

Evidence, 
investigation 

validation, red 
teaming

Semi- / 
supervised 
learning 
(predictive)

Refined features 
and predictive 

machine learning 
model

1

2

Labeled dataset

Segments

Diagnostic validation

Context
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Machine Learning as a Process

PATTERN 

DISCOVERY

& diagnostics

DETECTION 

& review

PREDICT 

& validate

MODEL 

TUNING & 

maintenance MODEL 

RESPOSITORY
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Applied Cybersecurity Analytics Process
Statistical 

diagnostics

Multivariate 
anomaly 
detection

Supervised (predictive) 
machine learningText Analytics (e.g. 

logs, hash/URL rarity)

Unsupervised 
machine learning

Network (graph) 
analytics

Feature 
engineering

Semi-supervised / 
bootstrapped models

FEATURIZATION

SEGMENTATION SUBSTANTIATION

INDIVIDUATION
LABELING / 

TRAINING

PREDICTION

EXTRACTION

Feature 
extraction
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http://www.oreilly.com/data/free/archive.html


Deploy

Cybersecurity Data Science (CSDS) Lifecycle

Frame

Model

EngineerValidate

Monitor

Explore
DECIDE

DISCOVERYDETECTION
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APPENDIX
Viya VDDML & CAS
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SAS Viya VDMML

Visual Data Mining and Machine Learning

79
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Source-based
Engines

Microservices

UAA

Query
Gen

Folders

CAS Mgmt

Data Source 
Mgmt

Analytics
GUIs

etc…

BI
GUIs

Env
Mgr

Model
Mgmt

Log

Audit

UAAUAA

Data Mgmt 
GUIs

In-Memory 
Engine

In-Database

In-Hadoop

In-Stream
Solutions

APIs

Platform

Analytics

Data ManagementFraud and Security 
Intelligence

Business Visualization
Risk Management

!

Customer Intelligence

Cloud Analytics Services (CAS)

Data Enablement

IT Enablement

Cloud Enablement  
Developer Enablement

Solutions Enablement 

SAS VIYA ANALYTICS ENGINE
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Advanced Analytics and Machine Learning

• Web browser-based interface

• Integrate R and Python code 
directly

• No client installation - zero client 
footprint

• Customizable environment

• Assistive programming tools

• Automatic code generation

• Integrate &/or run from cloud

• Seamlessly move between devices 
and maintain interactive experience

• Create and add code snippets to 
shared snippet library

SAS VIYA VDMML – web-based interface to SAS anywhere, anytime
ScientistData Scientist

https://www.sas.com/en_my/software/foundation/studio.html

https://www.sas.com/en_my/software/foundation/studio.html
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SAS VIYA VDMML Algorithms

https://support.sas.com/content/dam/SAS/support/en/books/free-books/discovering-sas-viya-special-collection.pdf

https://support.sas.com/content/dam/SAS/support/en/books/free-books/discovering-sas-viya-special-collection.pdf
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SAS Viya CAS

Cloud Analytics Server
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Visual Interfaces

Programming Interfaces

API Interfaces

How can we process data in CAS?
Many ways to interact with CAS

Cloud Analytic 
Services (CAS)
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Data Processing in CAS
Massively parallel & In-memory

• DATA Step

• Including Data Quality functions*

• DS2

• FedSQL

• Transpose

• …
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Supported Data Providers
[data platform] SAS/ACCESS to SAS Data Connector to

Amazon Redshift  

DB2  

Hadoop  

Impala  

Microsoft SQL Server  

ODBC  

Oracle  

PostgreSQL  

PC Files  

SAP HANA  

Teradata  

JDBC  

MySQL  

Spark (LA)  

Vertica  
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CASLib
Data Source

Identifies the 
“permanent” 

location

Can be:
1. “Platform”
2. “Connector”

CAS Data Architecture Overview

CAS Controller

CAS

CAS Worker

CAS

CAS Worker

CAS

CAS Worker

CAS

“remote” Data Sources

In-Memory Table Space
Combination of Resident and Virtual Memory

SAS Client / 
Import UI

PATH

Data Files

CASLib Name
identifies the 
“temporary” 

location

HDFS/DNFS/S3
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CASLIB

In-Memory Space

Source Data

Connection Information
Session

Path
etc

Access Controls
Users

Permissions
etc

Table 1 Table 2 Table 3

sas7bdat sashdat RDBMScsv

Table 1 Table 2 Table 3

Understanding CAS Libraries

A CAS library – analogous to a SAS library 

Provides access to:

• A CAS In-memory table space

• Files/Tables in a data source
(DBMS Tables; Directory files) 

• Examples:

• caslib caspth path="/data/cust/" type=path;

• caslib caspgdvd dataSource=(srcType="postgres",  
server="pg1.sas.com", database=d1, port=5432, …);

...

Session versus Global
CAS Libraries 


